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ABSTRACT 
 

This research investigates sentiment analysis on two distinct datasets: a general English dataset 
and a Nigerian dataset (Gangs of Lagos movie review), using three machine learning algorithms: 
Logistic Regression, Random Forest, and Naive Bayes with python programming language and 
its libraries. The study aims to evaluate and compare the performance of these models across 
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different linguistic and cultural contexts. Results indicate that Logistic Regression consistently 
outperforms the other models, achieving the highest accuracy and balanced performance across 
sentiment classes. Random Forest provides comparable results but struggles with positive 
sentiment detection in the Nigerian dataset. Naive Bayes shows the lowest overall accuracy, with 
significant challenges in recall for certain sentiment classes. These findings highlight the 
importance of model selection and tuning tailored to specific datasets for effective sentiment 
analysis. 
 

 
Keywords: Sentiment analysis; machine learning; natural language processing; naive bayes; 

supervised learning; artificial intelligence. 

 
1. INTRODUCTION 
 
Sentiment analysis, also known as opinion 
mining, is a crucial field in natural language 
processing that involves determining and 
extracting emotions, opinions, and attitudes 
expressed in text data. In this comprehensive 
survey, we explore the evolution and applications 
of sentiment analysis with a specific focus on the 
utilization of machine alearning techniques. 
Sentiment analysis aims to comprehend the 
sentiment or emotion conveyed in textual data, 
whether it's positive, negative, or neutral. The 
importance of sentiment analysis lies in its ability 
to provide valuable insights into public opinion, 
customer feedback, and social trends. 
Businesses leverage sentiment analysis to 
enhance decision-making processes, refine 
marketing strategies, and improve overall 
customer satisfaction [1].  
 
Beyond business, sentiment analysis influences 
political landscapes, offering insights into public 
opinions about political figures, policies, and 
events. In social sciences, it becomes a lens 
through which emerging trends and societal 
shifts are observed. In market research, 
sentiment analysis aids in understanding 
consumer preferences and shaping targeted 
marketing campaigns [2]. The advent of social 
media has amplified the role of sentiment 
analysis. Monitoring and analyzing 
conversations on platforms like Twitter, 
Facebook, and Instagram provide organizations 
with a dynamic understanding of audience 
sentiments [3]. Sentiment Analysis is an 
intersection of Natural Language Processing 
and Machine learning as shown in the Fig.1. 
 
As we delve deeper into this research, the 
subsequent sections will unravel the intricacies 
of sentiment analysis methodologies, shedding 
light on the ongoing innovations and the role of 
machine learning in deciphering sentiments 
from diverse textual sources. 

 

 
 

Fig. 1. Sentiment analysis 
 

2. THEORETICAL ANALYSIS 
 

Approaches in sentiment analysis encompass 
various methodologies and techniques 
employed to discern and classify sentiments 
expressed in textual data. Here, we explore the 
prominent approaches. 
 

2.1 Lexicon-Based 
 

Lexicon-based approaches in sentiment 
analysis involve utilizing pre-built sentiment 
lexicons or dictionaries to determine the 
sentiment of a given text. A sentiment lexicon is 
a curated collection of words, where each word 
is assigned a sentiment score or label (e.g., 
positive, negative, neutral). These lexicons are 
often created manually or through automated 
methods, incorporating sentiment annotations. 
In lexicon-based approaches, each word in the 
text is matched against the entries in the 
sentiment lexicon. The lexicon provides 
sentiment scores or labels for each word, 
reflecting the perceived sentiment associated 
with that word [4].   
 

2.2 Machine Learning 
 

Machine learning approaches in sentiment 
analysis utilize computational models to classify 
sentiments in textual content as these models 
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learn patterns and relationships from data, 
allowing them to make predictions on unseen 
text [2]. Supervised learning models, including 
Support Vector Machines (SVM), Naive Bayes, 
and neural networks, are commonly employed. 
These models require labeled datasets for 
training, where each text is associated with its 
corresponding sentiment label (positive, 
negative, or neutral). Once trained, the model 
generalizes from this labeled data to predict 
sentiments in new, unseen text [1]. 
Unsupervised learning methods, such as 
clustering and topic modeling, offer an 
alternative. These approaches do not rely on 
labeled data but instead aim to discover 
patterns or groupings within the text [5]. 
Clusters of similar sentiments can emerge, 
providing insights into the overall sentiment 
landscape. Machine learning's role in sentiment 
analysis is transformative, enabling automated, 
context-aware, and scalable sentiment 
classification. As machine learning evolves, 
sentiment analysis stands to benefit from 
advancements that improve accuracy and 
applicability across diverse domains [6]. 
 
2.2.1 Contextual understanding 
 
Contextual understanding in the context of 
sentiment analysis refers to the ability of 
algorithms to interpret and comprehend the 
nuanced meaning of language within its given 
context. It goes beyond simplistic keyword-
based approaches and aims to capture the 
subtleties, nuances, and complexities of 
language, making the sentiment analysis more 
accurate and reflective of real-world 
communication [7]. 
 
2.2.2 Transfer learning for domain 

adaptation 
 
Transfer learning, a machine learning paradigm, 
allows sentiment analysis models to leverage 
knowledge gained from one domain and apply it 
to another. This adaptation is particularly 
valuable when sentiment analysis needs to be 
performed in a specific domain with limited 
labeled data. In the traditional machine learning 
paradigm, models are trained and tested on 
data from the same domain. However, real-
world scenarios often present challenges where 
labeled data is scarce in the target domain. 
Transfer learning addresses this by enabling 
models to draw on knowledge acquired from a 
source domain where labeled data is more 
abundant [8]. It enables models to leverage 

knowledge from a more general source    
domain, enhancing their adaptability and 
performance across diverse and specialized 
contexts [9].  
 
2.2.3 Classification of machine learning 

algorithms 
 
Machine learning algorithms can be broadly 
classified into three main categories based on 
their learning processes and goals: 
 
2.2.3.1 Supervised learning 
 
In this type of supervised learning, the algorithm 
is trained on a labeled dataset where the output 
(or target) is known. The goal is to learn a 
mapping from input features to predefined 
classes. Classification algorithms are used 
when the output is a category or label, such as 
spam or not spam, disease or no disease [1]. It 
can also involve predicting a continuous output 
variable. The algorithm learns a mapping from 
input features to a continuous output. 
Regression algorithms are used when the 
output is a quantity, like predicting house              
prices based on features like size and location 
[10]. 
 
2.2.3.2 Unsupervised learning 
 
 Unsupervised learning involves algorithms that 
work with unlabeled data, aiming to find hidden 
patterns or structures within the dataset. 
Clustering algorithms group similar data points 
together based on certain criteria, without 
predefined classes. Common applications 
include customer segmentation, image 
segmentation, and anomaly detection [5]. 
 
2.2.3 Reinforcement learning 
 
Reinforcement learning involves an agent 
interacting with an environment and learning to 
make decisions to achieve a goal. The agent 
receives feedback in the form of rewards or 
punishments based on its actions. The goal is to 
learn a policy that maximizes the cumulative 
reward over time. Applications include game 
playing, robotic control, and autonomous 
systems [8]. 
 
2.2.4 Supervised machine learning 

algorithms used in sentiment analysis  
 
Machine learning algorithms are computational 
approaches designed to learn patterns and 
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relationships from data, enabling them to make 
predictions or decisions without explicit 
programming. These algorithms form the 
backbone of various applications, including 
sentiment analysis. Let's explore the machine 
learning algorithms used in this research. 
 
2.2.4.1 Logistic regression 
 
It calculates the probability of a sample 
belonging to a particular class and applies a 
logistic function to make predictions. In 
sentiment analysis, it can be utilized to predict 
the likelihood of a text being positive or negative 
[11].  
 

2.2.4.2 Random forest 
 

Random Forests are an ensemble learning 
technique that combines multiple decision trees 
to improve overall accuracy and robustness. 

Each tree in the forest is trained on a different 
subset of the data and contributes to the final 
prediction [12]. 
 

2.2.4.3 Naive bayes 
 

Based on Bayesian probability theory, Naive 
Bayes is a probabilistic classifier that assumes 
independence between features. It calculates the 
probability of a document belonging to a 
particular class given its features [1]. 
 
These algorithms work by learning from labeled 
training data. During the training phase, they 
adjust their internal parameters based on the 
input data to minimize the difference between 
predicted and actual outcomes. Once trained, the 
model can generalize its knowledge to make 
predictions on new, unseen data   The figures 
are from their decisions on synthetic training 
data. 

 

 
 

Fig. 2. Logistic regression 
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Fig. 3. Random forest 

 
 

Fig. 4. Naive bayes
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3. METHODOLOGY  
 
The project involves using two datasets: a 
General English dataset and a Nigerian dataset 
called "Gangs of Lagos." The General English 
dataset consists of text data in English, 
representing a wide range of sentiments across 
various domains (27,480), including positive, 
negative, and neutral sentiments. This dataset 
serves as a baseline for sentiment analysis in 
standard English language contexts. The 
Nigerian dataset is specific to Nigerian English 
and Pidgin English, featuring text data from the 
"Gangs of Lagos" context (11,496 instances), 
and includes localized sentiments reflecting 
cultural nuances and language variations unique 
to Nigeria. To manage and analyze the datasets, 
Python Pandas is utilized for data manipulation 
and analysis, providing functionalities such as 
DataFrames, data cleaning, data transformation, 
and exploratory data analysis. Scikit-learn, a 
machine learning library in Python, is used for 
model training, evaluation, data splitting, and 
feature extraction. It offers simple and efficient 
tools for data mining and data analysis, including 
classification, regression, and clustering. For 
visualization, Matplotlib, a comprehensive library 
for creating static, animated, and interactive 
visualizations in Python, is employed to plot 
graphs for data distribution, model performance, 
and result comparison.  

 
The methodology begins with data 
preprocessing, which involves cleaning the text 
data by removing stop words, punctuation, and 
special characters, followed by tokenization. 
Pandas is used for data manipulation. The 
datasets are then split into training and testing 
sets using an 80:20 ratio, with Scikit-learn's 
`train_test_split` function ensuring a randomized 
and fair distribution of data. Three supervised 
machine learning models, such as Naive Bayes, 
Logistic Regression, and Random Forests, are 
used for sentiment classification.  

 
3.1 Evaluation Matrics and Procedure 
 
Evaluation metrics serve as the cornerstone of 
assessing the efficacy of sentiment analysis 
models in machine learning, offering a 
quantitative lens through which their performance 
can be comprehensively understood.  
 

1) Confusion Matrix 
 

It is a tabular representation that breaks down 
the model's predictions into four categories: True 
Positives, False Positives, True Negatives, and 
False Negatives. It provides a detailed 
understanding of the model's performance [13-
15] as can be seen in the Fig.5.  
 
True Positive (TP): Instances correctly predicted 
as positive. In sentiment analysis, it reflects the 
model's ability to accurately identify positive 
sentiments. 
 

True Negative (TN): Instances correctly 
predicted as negative. It represents the model's 
accuracy in identifying negative sentiments. 
 

False Positive (FP): Instances incorrectly 
predicted as positive. This indicates the model's 
tendency to make mistakes by identifying a 
positive sentiment when it's not present. 
 

False Negative (FN): Instances incorrectly 
predicted as negative. It shows cases where the 
model fails to identify a positive sentiment. 
 
F1 Score: The harmonic mean of precision and 
recall. It provides a balanced measure, especially 
in situations with imbalanced datasets, where 
one sentiment class may dominate. 
 

Recall (Sensitivity or True Positive Rate): 
Measures the ability of the model to correctly 
identify all relevant instances of a positive 
sentiment. High recall indicates that the model 
captures most positive sentiments. 
 

Precision-Recall Curve (PR Curve): Visualizes 
the trade-off between precision and recall at 
different decision thresholds. It is particularly 
useful in scenarios where the dataset is 
imbalanced. 
 

Precision: Measures the accuracy of positive 
predictions. High precision indicates fewer 
instances where the model incorrectly identifies a 
positive sentiment. 
 

Accuracy: Measures the proportion of correct 
predictions (both positive and negative) out of all 
predictions made by the model. High accuracy 
indicates that the model correctly classifies most 
instances, regardless of whether they are 
positive or negative. 
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Fig. 5.  Confusion matrix 
 

 
 

Fig. 6. Generalized flowchart 
 

Metrics collectively offer a comprehensive view of a sentiment analysis model's strengths and 
weaknesses, helping in making informed decisions about its performance and potential areas for 
improvement [12,16,17]. 
 

2) Procedure for sentiment analysis implementation  
 

I. Input Text: Beginning with the raw text data as the input to the system. 
II. Preprocessing: Removal of irrelevant characters, symbols, and special characters and 

handling uppercase/lowercase consistency. 
III. Feature Extraction: Converting the preprocessed text into a format suitable for analysis 

and representing words as vectors capturing semantic relationships. 
IV. Model selection: Choosing a sentiment analysis algorithm or model based on the nature 

of the problem and dataset. 
V. Training: Training the selected machine learning model using a labeled dataset and 

adjusting of hyper-parameters for optimal performance. 
VI. Testing and evaluation: Evaluating the model's performance on a separate set of labeled 

data (testing set) and Using metrics like accuracy, precision, recall, and F1 score. 
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VII. Decision Point - Accuracy Check: checking if the accuracy is acceptable. 
VIII. Prediction (output):  Applying the trained model to new, unseen text data to predict 

sentiments [13,18,19]. 
 

3) General Flowchart for sentiment analysis implementation 
 
This flowchart above indicates the steps involved in the process using python programming 
language for the model creation and training. 
 

4. RESULTS AND DISCUSSION 
 
The results, highlighting key metrics such as accuracy, precision, recall, F1-score and the tradeoff 
graphs between recall and precision are shown for each algorithm and dataset below: 
 

1) For the General English Tweets 
 
Classification Report - Logistic Regression: 
 
                     precision   recall    f1-score    support 
    neutral        0.81          0.78       0.80           1572 
    negative     0.79          0.88        0.83            2236 
    positive       0.91          0.80        0.85           1688 
    accuracy                                     0.83           5496 
 

 
 

Image 1. Logistic Regression  
 
Classification Report - Random Forest: 

                        precision   recall    f1-score     support 
    neutral        0.79           0.76       0.78          1572 
    negative       0.77           0.90       0.83           2236 
    positive       0.92          0.76        0.83           1688 
    accuracy                                        0.82           5496 
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Image 2. Random Forest  
Classification Report - Naive Bayes: 

 
                        precision   recall   f1-score   support 
     neutral           0.92         0.58      0.71          1572 
    negative         0.68          0.96     0.79           2236 
    positive          0.92          0.73     0.81          1688 
    accuracy                                      0.78           5496 
 

 
 

Image 3.  Naive Bayes  
  2)    For gangs of lagos movie 

 
Classification Report - Logistic Regression: 
 
                     precision    recall   f1-score   support 
    positive      0.90         0.44      0.59          399 
     neutral       0.85         0.94      0.89         1312 
    negative     0.85         0.89      0.87         1163 
    accuracy                                  0.85          2874 
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Image 4. Logistics regression  
 

Classification Report - Random Forest: 

                   precision recall   f1-score   support 
    positive      0.94       0.20     0.33            399 
     neutral       0.82      0.89      0.85            1312 
    negative     0.74      0.87      0.80            1163 
    accuracy                              0.79             2874 
 

 
 

Image 5. Random Forest  
Classification Report - Naive Bayes: 

                    precision    recall   f1-score   support 
    positive       0.86          0.03      0.06           399 
     neutral       0.88           0.76      0.81         1312 
    negative      0.63          0.94      0.75          1163 
    accuracy                                    0.73          2874 
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Image 6. Naive Bayes  
 
For the general English tweets, Logistic 
Regression achieved an accuracy of 83%. It 
performed strongly across all classes, with the 
highest F1-score for positive sentiments (0.85). 
Neutral and negative classes also showed 
robust performance, with F1-scores of 0.80 and 
0.83, respectively. Random Forest had a slightly 
lower accuracy of 82%. Its performance was 
comparable to Logistic Regression, with 
consistent F1-scores across classes. Positive 
sentiments showed the highest precision (0.92) 
but had a lower recall (0.76). Naive Bayes, with 
an accuracy of 78%, had a lower overall 
performance compared to the other models. 
While it exhibited high precision for neutral and 
positive sentiments (0.92 each), it had a 
significantly lower recall for the neutral class 
(0.58), indicating many neutral tweets were 
misclassified. 
 
For the Nigerian dataset focused on the "Gangs 
of Lagos" movie, Logistic Regression again 
demonstrated strong performance with an 
accuracy of 85%. It excelled in identifying 
neutral and negative sentiments, with F1-scores 
of 0.89 and 0.87, respectively. However, it had 
a lower recall for positive sentiments (0.44), 
suggesting difficulties in accurately identifying 
positive tweets. Random Forest had a lower 
accuracy of 79%, with weak performance in 
detecting positive sentiments (F1-score 0.33), 
though it handled neutral and negative 
sentiments reasonably well. Naive Bayes 

showed the lowest accuracy at 73%. It 
performed poorly for positive sentiments (F1-
score 0.06) but had decent precision and recall 
for neutral and negative sentiments, achieving 
the highest recall for the negative class (0.94). 

 
5. CONCLUSION 
 
In conclusion, this survey on sentiment analysis 
using machine learning algorithms has 
illuminated the dynamic landscape of extracting 
emotions, opinions, swings and attitudes from 
textual data. Overall, Logistic Regression 
consistently outperformed the other models in 
both datasets, excelling particularly in 
identifying positive sentiments in the general 
English dataset and neutral/negative sentiments 
in the Nigerian dataset. Random Forest 
provided balanced performance but struggled 
with positive sentiment detection in the Nigerian 
dataset. Naive Bayes, while showing the lowest 
overall accuracy, had significant recall issues in 
several categories, especially for positive 
sentiments in the Nigerian dataset. These 
results underscore the challenges and 
variances in sentiment analysis across different 
datasets, highlighting the importance of model 
selection and tuning for specific contexts. 
 
It is evident that sentiment analysis, 
empowered by machine learning algorithms, is 
not just a technological tool; it is a catalyst for 
understanding the pulse of human sentiments 
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in the vast sea of textual data. It is beneficial 
in business, political and security. The journey 
of sentiment analysis continues, marked by 
continual advancements and an unwavering 
commitment to unraveling the complexities of 
emotions embedded in the words we use. I 
recommend further sentiment analysis using 
more than three sentiment classes to capture 
the complexity in emotions. 
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