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ABSTRACT 
 

Reactor is widely used in biology, chemical industry, metallurgy, environmental protection and other 
fields, playing an irreplaceable role. With the development of science and technology and the 
concept of green development, the application of artificial neural network to optimize the reactor 
reaction conditions has become a trend. Artificial neural network plays an important role in reactor 
optimization because of its strong fault tolerance, the ability to express complex nonlinear relations 
and perform complex operations. This paper will briefly describe the basic principle and research 
progress of artificial neural network, and its application in reactor design.  
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1. INTRODUCTION 
 
The reactor is a device that completes the 
reaction process and provides the necessary 
conditions and space for the reaction. For 
example, it can be used to complete the liquid 
uniphasic reaction process, at the same time in 
liquid-liquid, liquid-solid, gas-liquid and other 

multiphase reaction process. A stirring device is 
usually installed in the reactor. The common 
stirring method is mechanical stirring, air stirring 
and so on. When the height of the reactor is 
relatively large, multilayer stirring blades are 
often used. Reactors can be classified into 
several types according to different grounds. 

Common reactors are: ① tubular reactor. Its 
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main structure is filled tube or empty tube with 
large length, which can be used to complete 
liquid phase reaction and gas phase reaction 

process. ② Reactor with solid particle bed. The 

material can complete the multiphase reaction 
process by moving or stationary solid particle 
bed. It is further divided into fixed-bed reactor [1], 
moving bed reactor, fluidized bed reactor, trickle 

bed reactor, etc. ③ kettle reactor, also known as 
tank type, pot type reactor. Its main structure is a 
cylindrical container of small length. The reactor 
can be divided into batch reactor, semi-
continuous reactor and continuous reactor 
according to the operation mode. Batch reactor 
operation is more flexible, more adaptable, high 
efficiency of mass transfer and heat transfer. It is 
often used in the production process of small 
batch size, large variety and long reaction time 
[2]. Its shortcomings are also very obvious, such 
as poor product quality stability, the need for 
more auxiliary operations. Continuous reactors 
avoid the shortcomings of intermittent reactors 
and operate more stably [3]. The reaction 
process and reaction conditions determine the 
type of reactor to be selected. The role of reactor 
in industrial production is self-evident. Its 
performance, operation and reaction conditions 
are crucial to the quality and economic input of 
the product. The traditional reactor 
manufacturing process is cumbersome and not 
suitable for diversified production conditions [4]. 
Therefore, it is of great significance to study and 
optimize the reactor. Artificial neural networks 
have strong fault tolerance, can express complex 
nonlinear relations under maximum conditions, 
and can carry out complex operations [5], which 
plays an important role in chemical design, 
optimization operation, and production process 
regulation [6]. This paper will introduce the 
history, principle and research progress of 
artificial neural networks in reactors. 
 

2. ARTIFICIAL NEURAL NETWORK AND 
ITS DEVELOPMENT 

 
With the development of neurobiology, the field 
of artificial neural networks has gradually 
developed. Artificial Neural network (ANN) is also 
called neural network. It is an artificial skill 
technology that simulates the brain's information 
processing by connecting many artificial neurons 
[7]. It mainly expresses the complex functions of 
neurons with data by adjusting the intensity of 
each neuron [8]. It mainly includes three basic 
components: input layer, hidden layer and output 
layer [9], and has certain reasoning ability. The 
input layer is used to accept the external signal 

and input the external signal into the neural 
network. The hidden layer is between the input 
layer and the output layer, which is the part that 
transmits the received external signal to the 
output layer after processing. It may consist of 
one layer, or it may be made up of multiple layers. 
It processes the input information and transmits 
the processed information to the output layer. 
Then the processed information is output by the 
output layer [10]. According to the difference of 
their functions, artificial neural networks can be 
divided into feedback network and feedforward 
network [6]. Feedback neural network generally 
includes input layer, hidden layer, undertaking 
layer and output layer [11], which completes the 
transfer of the initial information state and makes 
the neural network reach a state of dynamic 
balance. The advantage of feedback neural 
network is that it can feedback the phenomenon 
in real time and then represent the complex 
content through data. Feedforward neural 
networks are simpler than feedback neural 
networks and are generally used to map 
nonlinear relationships. The advantage of 
feedforward neural network is strong recognition 
ability. Even in the complex environment can also 
be relatively accurate recognition. In 1943, 
psychologist Mcculloch and mathematician Pits, 
inspired by biological neurons, first proposed the 
concept of artificial neural network and M-P 
model [9], which laid the foundation for the 
development of neural networks. 
 
Hebb proposed Hebb's law and Hebb synapse in 
The Organization of Behavior in 1949. 
Rosenblatt pioneered the concept of perceptrons 
in the late 1960s. Perceptron is based on M-P 
model and has powerful learning function. This 
has aroused the interest of many scholars in 
artificial neural networks, and promoted the 
research of artificial neural networks to the 
upsurge. In 1985, Rumlhart et al. introduced BP 
neural network of multi-layer network into neural 
network for the first time. BP neural network has 
successfully reduced the computational amount 
of two-layer neural network [7], and has been 
widely used in various fields. It also triggered the 
second upsurge in the development of neural 
networks [12,13]. In 1987, the first international 
conference on neural networks was held in 
Santiago, during which the International 
Federation of Neural Networks was established 
to provide space for the development of neural 
networks. Shuaijw proposed self-developing 
neural networks in 1996. Lecun proposed 
convolutional neural networks in the late 1960s. 
Convolutional neural network is based on BP 
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neural network, which enriches the content of 
neural network. The development of neural 
networks can be roughly divided into four stages: 
the enlightenment stage from 1890 to 1969; The 
low tide from 1969 to 1982; The revival phase 
from 1982 to 1986; The new stage of neural 
network development since 1986 [14,15]. After a 
long time of development, the existing neural 
networks mainly include feedback neural 
networks, forward neural networks and self-
organizing neural networks. The BP neural 
network proposed by Rumlhart is the most widely 
used one. In recent years, the research of 
artificial neural gradually deepened, neural 
network has made great achievements in many 
fields, such as pattern recognition [16,17], 
automatic control [18,19], market analysis [20,21], 
chemical industry [22-24], game theory [25], 
medicine diagnosis [26-28], signal processing 
[29-31], troubleshooting [32,33], machine 
Learning [34-36] and other fields. The 
construction of artificial neural networks is 
realized by the simulation of human brain 
function, rather than by complex mathematical 
models. Artificial neural network has solved many 
difficult problems and has a promising future. It 
can operate independently when working, which 
makes it possible to complete multiple controls 
without relying on the model [12,37]. Artificial 
neural networks are also a good choice for the 
control of complex nonlinear models. 
 

3. APPLICATION OF ANN IN OPTIMAL 
DESIGN OF REACTOR  

 
The optimal design of the reactor plays an 
important role in the smooth operation of the 
chemical plant. The advent of artificial neural 
networks has greatly pushed reactors down a 
more economical and safer path. After 1988, the 
application of artificial neural networks in 
chemical engineering increased significantly [38]. 
Liu [39] compared the convergence and learning 
convergence speed of the improved fahlman 
correction algorithm and BP algorithm in the 
application of fault diagnosis of chemical reactors, 
and concluded that the improved fahlman 
correction algorithm was more applicable. The 
maintenance of good reaction condition is mainly 
predicted by reaction temperature, feed rate, inlet 
pressure and so on. Therefore, the reactor failure 
can be controlled in time. Through error analysis 
and echo comparison of the two algorithms, Liu 
concluded that the number of iterations of the 
Fahlman correction algorithm was smaller. The C 
procedure can be applied to different reactors 
and has strong versatility. This shows that neural 

network plays an important role in optimizing the 
reactor. Steyer JP et al. [40] combined fuzzy 
logic and artificial neural network to solve 
problems in anaerobic digestion fluidized bed 
reactor. Chen et al. [41] applied artificial neural 
networks to solve the problem of membrane 
contamination. Membrane contamination is a 
difficult problem in membrane bioreactors, which 
mainly affects the water yield of membranes [42]. 
Membrane bioreactor (MBR) is a kind of 
wastewater treatment system with high efficiency, 
which combines membrane technology and 
bioreactor to treat wastewater by biotechnology. 
It can remove organic pollutants in wastewater 
by decomposing organic matter in wastewater by 
aerobic microorganisms. In 2017, China became 
one of the countries with the highest utilization 
rate in the application of membrane bioreactor 
process [43]. To reduce the energy consumption 
of membrane bioreactors, advanced XDLVO 
method is commonly used to quantify the 
membrane fouling interface forces, but this 
method is complicated and time-consuming. 
Using the powerful data fitting ability of artificial 
neural networks to quantify the membrane 
fouling interface forces has become a feasible 
way. Chen et al. concluded that BP artificial 
neural network not only had lower quantization 
error than the advanced XDLVO method, but 
also needed only a few seconds through 
membrane surface morphology characterization, 
contact Angle measurement and Zeta potential 
test and analysis methods. This makes it 
possible to monitor membrane contamination on 
line, further make the membrane bioreactor run 
stably, and solve the problems in the reaction 
process. Shetty GR. Et al. [44] used neural 
networks to accurately predict membrane 
pollution in the nanofiltration process of surface 
water and groundwater with less training. 
 
The inner circulation reactor, which also plays an 
important role in sewage treatment system, has 
the advantages of small footprint, easy 
maintenance and stable operation [37]. Inner 
circulation reactor can use the energy of organic 
matter in wastewater for its own use, so it is 
more friendly to the environment. Due to the 
influence of various factors, accurate modeling of 
sewage treatment systems is almost impossible. 
However, artificial neural networks can be used 
to express the advantages of nonlinear 
relationships, which can be used to predict the 
results of the inner circulation reactor. Then 
improve the economic benefits and safety 
indicators. The genetic algorithm is used to solve 
the defect of BP neural network which is easy to 
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appear local small, so that the average absolute 
error of the result prediction in the inner 
circulation reactor is only 0.0491. Before and 
after optimization, the proportion of samples in 
prediction errors within 5% is increased by 20%, 
and the proportion of samples in prediction errors 
within 10% is increased by 15%. Artificial neural 
network plays an important role in process 
optimization. Before the experiment, the 
simulation design and result verification are 
carried out to determine the experimental 
conditions and lay a good theoretical foundation. 
Hu et al. [45] optimized the operation conditions 
of expanded granular sludge bed reactor by 
using artificial neural network to model PH, 
hydraulic retention time, REDOX potential and 
other conditions. Based on the BP network 
model of EGSB system, response surface 
method is adopted to complete the optimization, 
which makes the expanded granular sludge bed 
reactor more flexible. As shown in Fig. 1, the 
optimized BP neural network model is a three-
layer network structure including 6 input layer, 12 
hidden layer and 1 output layer, respectively. 
They obtained the correlation coefficient R of the 
linear relationship between the experimental 
value and the corresponding predicted value 
through regression analysis, which was about 0. 
8971, and the model was relatively accurate. 

 

 
 

Fig. 1. BPNN model topology [45] 
 
Yin [46] simulated and optimized the design of 
stirred reactor through artificial neural network. 
The agitation in the stirred reactor is generally to 
speed up the reaction rate, fully mix the reactants, 
disperse bubbles, accelerate heat transfer and 
so on. The structure of the stirred reactor is 
relatively simple, but the design is often 
complicated because of the complex mixing 
process, reaction process and feeding process. 
Artificial neural network (Ann) plays an important 
role in the dynamic simulation of stirred reactor 
due to its high fault tolerance and accurate 
nonlinear description. Anna Witek-Krowiak et al. 
[47] applied artificial neural network based on 

response surface method to optimize biological 
absorption reactor. Yang et al. [48] established 
the model of batch reactor for direct coal 
liquefaction using BP neural network. The eight 
factors related to oil yield, coal conversion rate 
and comprehensive evaluation are predicted and 
analyzed, and the sensitivity order of these eight 
factors is obtained. Men and Que [49] used 
artificial neural networks to simulate the process 
parameters affecting the gas holdup of the slurry 
bed reactor, realized the optimization of the 
model, and obtained the predicted 3D 
stereogram of the samples. Wang and Xie [50] 
used the neural network toolbox of MAT LAB to 
establish the BP network model, and introduced 
Levenberg-Marquardt algorithm to predict the 
kinetic model of the reaction mechanism. The BP 
neural network model needs to process the 
sample data through the maximum and minimum 
function first, and then use the training function in 
the MAT LAB neural network toolbox to train the 
network. Fig. 2 shows the training diagram of 
neural network. After training the network for 22 
times, the network error reaches the requirement. 
Experimental results show that BP network 
prediction is more accurate than mechanism 
model prediction. The article concludes by 
pointing out that while automated testing is a 
significant time saver compared to manual 
testing, manual testing is not an alternative. 
Manual testing can be more efficient than 
automated testing for certain measurements. 

 

 
 

Fig. 2. COD neural network training diagram 
 

4. CONCLUSION 
 
In recent years, artificial neural networks play an 
important role in reactors due to their simple 
operation, ability to simulate complex nonlinear 
relationships and accurate prediction. It not only 
optimizes the operating conditions of reactors, 
but also has a wide range of applications in 
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product prediction, parameter setting and quality 
control. We should actively explore the problems 
in the practical application of artificial neural 
network, so that artificial neural network will be 
better applied in the chemical industry. The field 
of chemical industry will usher in a new vigor and 
vitality. 
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